
PHYSICAL REVIEW E JANUARY 2000VOLUME 61, NUMBER 1
Molecular dynamics simulations of supercooled and amorphous Co1002xZr x :
Atomic mobilities and structural properties

U. K. Rößler* and H. Teichler
Institut für Materialphysik der Universita¨t Göttingen and SFB 345, Hospitalstrasse 3/5, D-37073 Go¨ttingen, Germany

~Received 1 July 1999!

Molecular dynamics simulations are reported on Co1002xZrx in the complete range of compositions. The
simulations are based on Hausleitner-Hafner potentials. For the glassy states of the alloys, a comparison of
simulated pair-correlation functions with experimental data is presented. Diffusivities were evaluated for the
liquid and supercooled melt from isothermal simulation runs. Therefrom a strong dependency on alloy com-
position is found for the critical temperatureTc(x) of the mode-coupling theory. Lines of constant averaged
diffusivity in the supercooled melts scale closely with this temperature. The ratio of the component diffusivities
shows a more involved variation with temperature and composition. These variations reflect differences in the
amorphous structure of the alloys, which are quantified in terms of the chemical short-range-order at the level
of tetrahedral clusters.

PACS number~s!: 61.20.Ja, 61.25.Mv, 64.70.Pf
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I. INTRODUCTION

The liquid-glass transition@1# is one of the unsolved ope
questions in current condensed matter physics. It seems
marily of dynamical origin and is related to a significa
slowing-down of the undercooled liquid’s dynamics un
structural arrest is reached. In the range of undercooled
uids, the behavior is well described, e.g., by the mo
coupling theory~MCT! @2–5# for dense liquids. So far, the
theory was worked out for idealized systems such as s
sphere@6#, and hard-sphere@7,8# models or Lennard-Jone
systems@9,10#. More recently, glass transitions of systems
rigid linear molecules were treated by MCT@11–13#, and
attempts at formulations for arbitrary molecules have b
made@14,15#. For glass-forming metallic alloys, any theore
ical information is missing at present, how, in the case of r
systems, parameters such as the chemical composition d
mine the transition and the transition temperature. Comp
tion effects are of particular interest in the field of metal
glasses due to the wide range of miscibility of the comp
nents and their partial immiscibility in crystalline phase
Thus, the question arises, how these properties affect
glass forming ability. There is a strong interest in compo
tion effects of metallic glass formers due to the recent de
opment of the unique class of ‘‘bulk’’ metallic glasses b
Inoue @16# and Johnson@17#. These materials are ternary o
multicomponent metallic alloys, which show their extraord
nary thermal stability with respect to crystallization in a r
stricted range of composition only@18,19#. Within this range
glass-forming ability and glass temperature vary system
cally. Thus, an understanding of compositional effects
called for to understand the stability of different glassy m
als.

In the present study we investigate the composition

*Present address: IFW Dresden, Institut fu¨r metallische Werk-
stoffe, Postfach 270016, D-01171 Dresden, Germany. Electr
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pendence of viscous flow and atomic motion in undercoo
metallic glass-forming liquids by means of molecular d
namics~MD! simulations. To investigate such problems, M
simulations are well suited as in the metallic liquids t
equilibration and sampling over the relevant part of the c
figuration space takes place in times currently well access
to this method so that representative stationary situations
be analyzed. Here, the slowing down of the atomic motio
can be viewed as a signature of the approach to the g
transition. The present exploratory study considers
Co1002xZrx system as a typical example of a bina
transition-metal glass. The binary system was chosen to k
the situation as simple as possible. Co1002xZrx was selected
as this system and related Zr-based glass-forming al
have been extensively studied by experiments@20#. More-
over, there exist suitable interatomic potentials provided
Hausleitner and Hafner through their ‘‘hybridized nearl
free-electron tight-binding-bond’’~NFE-TBB! description of
the interatomic couplings. The approach allows relia
modeling of this amorphous binary system and similar o
in MD simulations. Hausleitner and Hafner@21–23# have
successfully demonstrated that with their NFE-TBB mode
particular the structural and electronic properties of bin
(Fe,Co,Ni)1002xZrx glasses can be realistically simulated
well as their magnetic properties includinga-Co1002xZrx
@24#.

The paper is organized as follows. Section II prese
briefly the model and method of our simulations and Sec.
presents the results. First a comparison between experim
tal structure data fora-CoZr alloys with our simulated con
figurations is given. The slowing down of the averaged d
fusivities as measure of viscous flow in the supercoo
liquids is investigated in Sec. III B. In Sec. III C, addition
simulations of the relaxation behavior of the supercooled
uids at two different compositions are presented. Sec
III D yields the results about the ratio of the component d
fusivities. Section III E describes the structure
a-Co1002xZrx , providing a detailed quantification of th
chemical short-range-order~SRO! of liquid and amorphous
ic
394 ©2000 The American Physical Society
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PRE 61 395MOLECULAR DYNAMICS SIMULATIONS OF . . .
Co1002xZrx . This description is employed in Sec. IV to di
cuss the differences in the behavior of the component di
sivities.

II. INTERACTION-MODEL AND PREPARATION
OF THE AMORPHOUS CONFIGURATIONS

The simulations were performed using Hausleitn
Hafner potentials for Co1002xZrx calculated by the sam
methods as described in Ref.@22#. To simplify the applica-
tion of these pair potentials, which depend on alloy com
sition and volume, we consider (N,V,T) ensembles in the
present study. The MD simulations are carried out usin
fifth order Gear-predictor-corrector algorithm@25# with a
time stepDt52.0310215 s and periodic boundary cond
tions. The alloy volumes were calculated from the pheno
enological Miedema theory@26#, which gives good estimate
for the experimental volume of glasses of these alloys@27#. It
may be pointed out here that according to our tests a res
ing of the volume by a few percent does not change
resulting amorphous packing. Hence, the limitation to fix
volume seems justified in the simulations. For resolving
composition dependence sufficiently, we studied a seque
of systems with increasing Zr concentration in steps o
at. % or less withN5648 particles each. The samples f
each composition were prepared independently by a que
ing process starting at 3000 K. At this temperature
samples were homogenized over 57 600 time steps and
quenched at a rate of 2.631013 K/s. Starting configurations
for isothermal runs were stored during the simulated quen
For several compositions we compared results for the st
tural properties with additional runs withN55184. Within
the accuracies achieved, pair-correlation functions
chemical SRO parameters, as defined below in Sec. III D,
not differ for the larger samples from those of the sm
samples. Hence, we restricted further investigations to
small samples.

III. RESULTS

A. Pair-correlation functions

For several temperatures, we sampled pair-correla
functions from isothermal runs. Figure 1 presents a comp
son of our simulated data with the experimental x-ray d
fraction results fora-CoZr at higher contents of Zr@27#. In
Figs. 2 and 3, we compare simulated static structure fa
and partial pair-correlation functions for Co90Zr10 with re-
sults from a recent combined x-ray diffraction and EXAF
study@28#. The resolution of these methods seems unabl
resolve any structure of the Zr-Zr pair correlations beca
of the low contribution of these pairs of minority atoms
this alloy. However, the majority Co-Co pair correlations a
well described by the simulation results. Generally,
agreement between simulation results and both sets of
perimental data is satisfactory and comparable to that
ported by Hausleitner and Hafner for their MD simulatio
for the Ni1002xZrx @22# and the Fe1002xZrx @23# system. Es-
pecially, the trends of the subpeaks in the first main pea
G(r ) shown by the experimental data are fairly well repr
duced by the simulated configurations. Thus, our mode
consistent with present experimental information regard
-
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the chemical SRO in the~composite! nearest-neighbor~NN!
shells and the changes in composition of this shell with co
position of the alloy.

B. Averaged atomic mobilities

Here we report results on average mobilities at differ
alloy compositions obtained from isothermal MD runs. T
averaged mobility considered in this subsection is the c
centration weighted diffusion coefficient of the two spec
D5(12x)DCo1xDZr . In the liquid state with dominating
viscous flow, which is characterized by a continuous mo

FIG. 1. Total reduced pair-correlation functionsG(r ) weighted
with x-ray visibilities fora-Co1002xZrx . Comparison of experimen
tal data with simulation results. Dots joined by dotted lines: expe
mental data from Ref.@27#. Full lines: simulation results sampled a
300 K. The simulation data refer to alloys with concentrationsx
given in brackets.

FIG. 2. Simulation results of static structure factorS(q) ~full
line! for Co90Zr10 at 300 K compared to experimental resu
~circles joined by dotted line! from x-ray diffraction by Babanov
et al. @28#.
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396 PRE 61U. K. RÖSSLER AND H. TEICHLER
ment of all atoms, it is reasonable to consider averaged
fusivities for the alloys first. The diffusivities may be calc
lated directly from the mean-square displacements

D5 lim
t→`

~1/N!(
i 51

N

uxi~ t !2xi~0!u2

6t
, ~1!

wherexi(t) are the coordinates of atomi at time t, andN is
the number of atoms. The component diffusivities, wh

FIG. 3. Comparison of simulated partial pair-correlation fun
tions ~full lines! for Co90Zr10 at 300 K to experimental pair
correlation functions derived from x-ray diffraction and EXAF
measurements@28# ~open circles!.
if-

will be investigated later, are calculated similarly by restri
ing the summation in Eq.~1! to atoms of the particular type

D was sampled as function of temperature for vario
alloy compositions from sequences of several isothermal
runs over 72 or 144 ps. Each sequence started with a
figuration stored during the quenching simulation at tempe
tures in the interesting temperature range. Over those t
intervals the extrapolation according to Eq.~1! becomes suf-
ficiently stable as long the temperature is well above gl
transition. We performed at least 8 up to more than 20 c
secutive runs at each temperature, which amounts to sim
tion times between 0.5 to 1.5 ns. In the melt, the consecu
isothermal runs are independent of elapsed simulation t
as, there, the atoms are still highly mobile, thus ensuring
efficient sampling of configuration space. Only at low tem
peratures around glass-transition, we find a drift in the dif
sivitiesD calculated for consecutive runs. This drift to low
values with the number of runs indicates irreversible rel
ation processes taking place on a slower time scale.
stress here, that we focus our attention solely to higher t
peratures in the proper supercooled state, where equilibr
is reached within simulation time. The data forD(T) are the
averages for the consecutive isothermal runs.

To quantify our results for the temperature dependency
the diffusivities, we invoke a critical law

D~T!5b~T2Tc!
g. ~2!

Such a critical fit for diffusivities from MD data@29# was
applied previously for hard-sphere systems in the contex
mode-coupling theory@3#. In that theory, the temperatureTc
marks a dynamical transition in the supercooled state, wh
takes place above the glass temperatureTg and triggers the
structural arrest as dynamics slows down dramatica
aroundTc . The link of the critical law applied to fitD(T)
with the MCT should not be overstressed. Bosse and Kan
find in their evaluation of the fullq-dependent MCT for bi-
nary mixtures of hard spheres@8# that such a critical law
does not arise naturally. However, Bosse and Kaneko
that the slowing down of component diffusivities of a mi
ture of hard spheres, described by their theory, can be fi
by a critical law. Usually, it is assumed thatTg is in the
range of about 15% belowTc . Here, we only apply the
critical fits as a comfortable characterization for the compl
surfaceD(x;T). Thus, we do not attempt a quantitative ve
fication of theoretical predictions about the dynamics clo
to glass transition. An investigation at those lower tempe
tures and a quantitatively reliable determination ofTg would
require far longer simulation times@30,31#. A choice of our
MD data for D(T) is given in Fig. 4 in an Arrhenius plot
along with the corresponding critical fits. They clearly di
play a systematic deviation from a pure Arrhenius behav

Figure 5 demonstrates the quality of the critical fits f
Co50Zr50. In this plot the bending of the curveD as function
of temperature aroundTc51090 K is clearly found. The in-
set of Fig. 5 shows the effect of restricting the upper bou
of the temperature interval@Tc ,Tmax# used for the critical fit.
For intervals large enough,Tc may be fixed to about6 50 K.
However, the critical exponentg cannot be fixed by this
method better than in the interval between 1.4 and 2. Thi
not surprising as the variation ofD covers only about three
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PRE 61 397MOLECULAR DYNAMICS SIMULATIONS OF . . .
decades in the given temperature interval. If this interva
chosen too small almost any value 3.5.g.1.4 could be
found as is seen by the breakdown of the fit forTmax
,1500 K. Thus,g has only limited meaning for presen
study. If one uses the same interval@Tc ,Tc1const# for all
alloys the systematic variation ofTc with alloy composition
may still be assessed satisfactorily. This is the method

FIG. 4. ~a! and~b! Arrhenius plot for averaged diffusivitiesD in
supercooled alloys Co1002xZrx at different concentrations as ind
cated in the figures. Symbols refer to isothermal MD runs; lines
critical fits to these data according to Eq.~2!.

FIG. 5. D(T) for Co50Zr50. Symbols refer to averages ofD(T)
from sequences of isothermal runs, errorbars indicate the co
sponding errors. The line is a critical fit to all data withT
.Tc(L). The inset shows the behavior of the fitting-paramet
when restricting the interval of data points in the fit to@Tc ,Tmax#
with varying Tmax.
s

e

used to calculate the valuesTc(x) andg(x) presented in Fig.
6.

We find a rather smooth variation ofTc(x), with an in-
crease from 900 to 1170 K in the interval 5<x<38 atomic
percentage of Zr, and a decay for alloys with atomic prece
age of Zrx>40 reachingTc(95)5650 K. This huge varia-
tion over 500 K inTc is a prominent feature of our results
When comparing the diffusivities close aboveTc in different
alloys, we find that the temperatures, where a fixed value
D is reached, closely followTc(x) ~see Fig. 6!. This implies
that the function may be rescaled withTc(x), so that
D(x;T2Tc).const.

These results assert that the slowing down of diffusivit
in the supercooled state is insensitive to details in the mic
scopic structure of the amorphous packings. Therefore
unifying approach based, e.g., on hydrodynamic ideas m
be qualitatively justified from these results. However, clo
inspection reveals certain interrelations between the slow
down and the structural properties of the alloys at differ
composition. This is the subject of Secs. III D and III E b
low.

C. Decay of density-density correlations

Recent studies about the glass transition in MD-simula
systems aimed at testing predictions of MCT have provid
detailed insights in the change of the dynamics close to
glass transition, respectively close to the critical temperat
Tc @30–35#. The central quantities of these studies a
density-density correlation functions. For two different Co
alloys we performed similar calculations to check the re
tion between the slowing down of the mobilities of the atom

e

e-

s

FIG. 6. Tc(x) andg(x). Parameters of the critical fits@Eq. ~2!#
to the averaged diffusivities as function of alloy compositionx.
~Symbols refer to results for the different alloys. Lines are guide
the eye.! The error bars given forg(x) refer to a 68.3% confidence
interval from the fitting. Corresponding errors ofTc are less than
6 20 K. The two dashed lines indicate the temperatures w
D(x)5const with the given values.
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398 PRE 61U. K. RÖSSLER AND H. TEICHLER
and the much more detailed information from the decay
these time-correlation functions. In this section, we will d
note the critical temperatures from the critical fits toD(T) as
Tc

D . The runs are also carried out in the (N,V,T) ensemble,
using the relaxed configurations from the previous isoth
mal runs as starting configurations. The simulation tim
needed were considerably longer than the evaluation
D(T) in the supercooled region, reaching to about 10
However, no very long simulation runs over many nanos
onds have been attempted as in Refs.@30,31#, which were
necessary to investigate the behavior close toTc in detail.

We follow the prescription for such simulations given
Ref. @31# studying the self-part of the intermediate scatter
function:

F~t!5^^exp$ iq•@xi~t1t !2xi~ t !#%&&, ~3!

where the double brackets denote averages with respe
the number of particles and timest. F is evaluated for the
star of wave vectors pointing in the direction of the edges
the simulation box with sidelengthL, i.e., q5(2p/8L,0,0)
and permutated. Thus, the density fluctuations with wa
length of about the interparticle distances are tested.

Figure 7 showsF for ~a! Co50Zr50 and~b! Co25Zr75. The

FIG. 7. ~a! and~b! Self-part of the intermediate scattering fun
tion F(t) @Eq. ~3!# at different temperatures.~a! Co50Zr50 ~wave
vector uqu52.28 Å21). For the longest time intervalst around
106 fs two series are given forT51125 K andT51000 K. For the
latter temperature, the two series display significant aging eff
indicated in the figure. Corresponding critical temperature:Tc

D

51090 K ~see Fig. 6!. ~b! Co25Zr75 ~wave vectoruqu52.15Å21),
critical temperatureTc

D5850 K.
f
-

r-
s
of
.
-

to

f

-

series for the short time intervals have been generated
the series for the longest time intervals in the simulations
both alloys. F displays a typical two-step decay for th
simulated undercooled melts around the critical tempera
Tc

D . When decreasing the temperature belowTc
D , a strong

increase of the final relaxation time takes place. The res
ing plateau inF is typical for the onset of structural arrest.
stretches over about one decade int in the first simulation
sequences for both alloys. In the case of Co50Zr50 we per-
formed a second series of simulations using as starting c
ditions the better relaxed configurations of the first series
runs at the same temperature. Therefrom, we again evalu
F(t;T) for the long time-intervals also shown in Fig. 7~a!.
For T51125 K, i.e. aboveTc

D , both series coincide within
the statistical errors. On the other hand, atT51000 K, that
means belowTc

D , strong aging effects are visible as expect
below the critical temperature: The plateau now extends
considerably longer times@see Fig. 7~a!#. Thus, the tempera
tureTc

D determined from diffusivities is a consistent estima
of the critical temperatureTc predicted by the mode
coupling theory@3,8# for the change of the overall relaxatio
behavior ofF(t;T).

Comparing present results aboutF(t;T) to our experi-
ences about the behavior of simulated supercooled met
liquids from far better relaxed simulations for Ni50Zr50

@31,32#, we may conclude that theTc
D(x) are reliable mea-

sures to fix the temperatures, where viscous flow in the
percooled melts breaks down. Additionally, recent simu
tions on polymer melts have shown thatTc may be fixed
rather accurately without reaching equilibrium, i.e., witho
achieving stationarity of the dynamics as measured by t
correlation functions@36#.

D. Ratio of the component diffusivities

If we restrict summation in definition~1! to either Co or
Zr atoms we may calculate diffusivities for the alloy comp
nents. A critical fit for DCo(T) and DZr(T) may be per-
formed in the same way. The difference in the mobilities
the alloy components close toTc may be best understood b
their ratio

z~T!5DCo
fit ~T!/DZr

fit ~T! ~4!

with component diffusivitiesDCo,Zr
fit (T) calculated from the

critical fits. z enables an extrapolation of the viscous beh
ior of the two alloy components to temperatures close toTc .
Calculating this ratio directly from isothermal MD runs clos
to Tc is not satisfactory because any irreversible relaxat
process in that range of temperature should induce mo
ments of both components which would tend to hide
differences in their dynamics due to viscous flow. In Fig.
the dependence ofz on x along lines withT5Tc1const is
displayed.

At high temperaturesT>Tc1500 K, z varies between 1
and 2, thus viscous flow is marked by closely coupled m
tions of Co and Zr atoms with slightly higher mobility of C
atoms. At lower temperatures, we may distinguish three
ferent types of alloys by different behavior of the respect
z. For atomic percentage of Zrx<40, we find a steep in-
crease ofz when lowering the temperature. This means

ts
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PRE 61 399MOLECULAR DYNAMICS SIMULATIONS OF . . .
high mobility of the Co atoms relative to the mobility of Z
In the interval 40<x<60, the mobility of the two alloy com-
ponents seems to be closely coupled, still. We find a sl
increase ofz close toTc , however, with values ofz around
2. The Zr-rich alloys,x>60, show the opposite behavior:z
decreases when approachingTc . Hence, in the Zr-rich al-
loys, the smaller component Co seems to own a lower m
bility than the larger species Zr.

E. Chemical ordering: Tetrahedral clusters

To understand the behavior ofz, we consider the differ-
ences in the amorphous structures of the different alloys.
will discuss these differences by an analysis of the chem
short-range order of the amorphous structures in terms o
probabilities for finding chemically different local clusters
the simulated models. First, neighbouring atoms are defi
by partial cutoff radii for the different pairs of alloy compo
nents. We define these radii as the location of the fi
minima following the first maxima in the partial pair
distribution functions 4pr 2gXY(r ) for the different alloys.

Now, we may define a quantitative measure for the S
in the packings, which goes beyond pair correlations. W
we count the numbers of chemically different tetrahed
clusters Co42nZrn , n50, . . . ,4, byN4(n) a set of order-
parameters may be defined by

t4~n!5
N4~n!

S 4
nD cCo

42ncZr
n (

n8
N4~n8!

21 . ~5!

The denominator in the fraction counts the probability to fi
a certain tetrahedral cluster in an alloy if Co and Zr ato
would be entirely interchangeable.t4(n)50 for all n means
that no chemical ordering is present in the packing at
level of tetrahedral NN clusters. Ift4(n).0 for a particular
n, then there is a statistically significant surplus of the cor
sponding tetrahedral cluster Co42nZrn . If t4(n),0 there is
a deficiency of that cluster. Hence, the fivet4 parameters
define chemical SRO by means of the simplest thr
dimensional clusters.

The dependence of thet4(n) parameters on compositio
is displayed in Fig. 9, sampled in the liquid state at 1250
for about 20 configurations taken from the sequence of
thermal runs. Within the given errorbars, derived from t

FIG. 8. Ratio of the component diffusivitiesz5DCo
fit /DZr

fit for
alloys Co1002xZrx at different temperaturesT5Tc1const. ~Lines
are guide to the eye.!
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averaging, we do not find significant differences between
SRO as measured byt4(n) parameters at different tempera
tures between the high temperature melt, the superco
state, and the glassy state. That is, upon cooling there d
not occur a significant increase of chemical ordering m
sured within the level of accuracy of our simulations. Thu
the t4(n) parameters are measures to characterize the a
phous packing of the alloys. From Fig. 9 we propose a
quence of differently ordered amorphous structures in
composition range with a break-down as type I forx.75
atomic percentage of Zr and type II forx,20 atomic per-
centage of Zr. Additionally, we distinguish in the middle
the composition range: type III for 65.x.35 atomic per-
centage of Zr.

Roughly, type I is a structure dominated by Co1Zr3 and
Zr4 clusters, type II is dominated by Co3Zr1, and type III is
dominated mainly by Co1Zr3 and by Co2Zr2. For 20,x
,35 the parametert4(2) peaks. Hafner and co-workers no
in their work about the magnetism of amorphous CoZr allo
@24#, that the simulated alloy structures in this range of co
position show large fluctuations of the SRO and, correspo
ingly, of the local magnetic moments. An analysis of t
clusters, which are built by a Zr center atom and its near
neighbor shell@37#, shows that alloys with 20,x,35 con-
tain only types of such clusters which are either presen
structure II or in structure III. Thus, we propose to descr
the corresponding total structure of the amorphous all
with 20,x,35 as a superposition of structure II and stru
ture III.

In terms of our description, structure type I and type
may be seen as extended solution ranges, where single a
of the respective minority component are placed in an am
phous matrix of the majority component. Type III displays
variety of different nearest-neighbor shells and resemble
smoothly varying sequence of amorphous structures, an
gous to a sequence of alloy crystals.

IV. DISCUSSION

With the description of the different packings in the amo
phous alloys, we may interpret the trends in the compon
diffusivities close toTc . In the alloys with low contents of

FIG. 9. Chemical SRO-order parameterst4 for tetrahedral clus-
ters as functions of alloy composition@see definition Eq.~5!#. Posi-
tive values oft4(n) mean a surplus, negative values a deficiency
the corresponding tetrahedral cluster Co42nZr4 in the amorphous
structure of the alloy. The parameters have been sampledT
51250 K.
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400 PRE 61U. K. RÖSSLER AND H. TEICHLER
Zr, i.e., essentially in type II structure, the larger Zr atom
are less mobile than the surrounding majority of Co atom
The more Zr in the structure the denser and stiffer beco
the Zr substructure. The Zr substructure provides a skele
of the whole structure, as the Zr atoms have a strongly
duced mobility in the supercooled melt, whereas the Co
oms will adjust themselves to this more stable Zr substr
ture. From this observation we can understand the incre
of Tc(x) in the range with atomic percentage of Zr 0,x
,40. In this range,z(x) reaches a maximum. This can b
understood as the result of two different trends: at low
contents, the Zr atoms are dragged along with the flow of
Co atoms, so, the movements of the two species are clo
coupled. Contrary, at higher contents of Zr, the dense
substructure impedes the Co movements—this is the tra
tion to the regime, which we find for structure type III fo
atomic percentage of Zrx.40. In between these two re
gimes, with a sufficiently open, yet stable, Zr substructure
the alloy, the flow of Co atoms becomes relatively indep
dent from any movements of the Zr. This maximum ofz is
reached at aboutx515 atomic percentage of Zr, where C
diffusivity due to viscous flow is more than twenty time
faster than Zr diffusivity atTc170 K. In the middle of the
composition range 40<x,60, i.e., for type III structure, the
Co and Zr movements of the mixed amorphous struct
remain closely coupled, hencez varies only between one an
two. The transition to the alloys with high contents of Zr,x
.60 is relatively smooth. However, here we find that t
diluted Co atoms in the amorphous Zr matrix seem to ac
pinning centers for the structure. Here,z,1, so the Co at-
oms move only slower than the Zr atoms. We may und
stand this transition by considering thet4 statistics. We find
that all structures 40>x are statistically dominated b
Co1Zr3 clusters but with a decrease of the correspond
order parametert4(3). The structuresx.60 additionally
contain a certain amount of tetrahedral clusters Zr4, this is
shown byt4(4)>0. This structure is dominated by eithe
regions of a pure amorphous Zr packing, or single or pairs
Co atoms in the holes of this packing. Within this structu
the Co atoms seem to provide the glue to hold together
whole structure. This feature is also obvious from the f
that Tc(x) decreases so strongly over the whole range
composition 40.x. Experimentally, the instability of the al
loys with high contents of Zr is found in the restriction of th
glass-forming ability to the range of composition wi
atomic percentage of Zrx,80 @38–40#.

Our results bear some further links with experiments
glassy early-late transition-metal alloys as far one can
trapolate the behavior of the supercooled melt to the@amor-
phous (a-)] solid. Diffusion measurements indicate that t
smaller late transition-metal atoms in amorphous alloys s
as NiZr or CoZr diffuse considerably faster than Zr@41,42#.
Moreover, a steep decrease of diffusivity with increasing
content is found from these experimental results
a-Co89Zr11, a-Co86Zr14, anda-Co81Zr19. There are results
on distinct differences in the diffusion mechanisms for
and Zr, which also depend on alloy composition. In Co-r
alloys, Co diffuses by a collective mechanism involvin
some ten atoms, while Zr seems to diffuse by defe
mediated single-atom jumps@43,44#. In Zr-rich metal
glasses, however, there seem to dominate defect-med
s
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jumps @45,46#, which involves several atoms@47#. We sug-
gest that these different diffusion mechanisms found in
periments are related to the distinct differences of the st
amorphous packing at different compositions as described
our simulation data. These different packings are robust o
comes of the steric constraints in the binary metallic syste
There are also experimental results which corroborate
description regarding the particular nature of the amorph
structures in the range of composition with atomic perce
age of Zr 20,x,35, i.e., between structure type I and typ
III. In this range, several experiments report the presenc
an amorphous phase separation. Evidence for a two-p
region between two amorphous phases was found from
terdiffusion experiments on multilayers of amorphous Co
alloys @48,49#, from field-ion investigations on amorphou
interlayers between Co and Zr layers@50# and from electro-
motive force measurements@51#. From a CALPHAD-
method analysis of the metastable thermodynamics for
Co-Zr system, Ga¨rtner et al. find a two-phase field in the
interval between 23 and 37 atomic percentage of Zr betw
two amorphous phases@51#. The results by Tureket al. @24#
on large fluctuations of the calculated magnetic moment
this range of composition for simulated amorphous Co
also agrees with our description of these alloys as supe
sition of two different types of short-range ordered am
phous packings. The experiments on phase separation
place on time-scales several orders of magnitude longer
any feasible MD-simulation times~minutes to hours! and at
temperatures below glass transition. This indicates that
driving forces for the phase separation in the amorph
state are weak so that it cannot be easily simulated by av
able MD methods and computational resources.

Finally, we note that the variation of the critical temper
tures Tc(x) of the simulated supercooled CoZr alloys r
sembles the variation of the experimental stability limit
the liquid alloys in theequilibrium phase diagram of the
Co-Zr system@52#. In the range of compositions between th
two deep eutectic points at (x59.5, T51505 K) and at (x
578.5,T51254 K), the liquidus temperatureTL(x) shows a
strong variation with a maximum at about (x533, T
51875 K). Clearly, due to the underlying intermetall
phases and miscibility gaps,TL(x) displays more structure
thanTc(x). However, in this range of composition, the sim
latedTc(x) values are consistently lower by a factor betwe
0.6 and 0.7 than the corresponding experimentalTL(x),
while the two curves have essentially the same shape.
take this as a further indication that the simulation mo
provides a realistic description of the alloy system. The c
respondence betweenTL(x) and Tc(x) suggests a link be-
tween high-temperature stability of the crystalline all
phases and low atomic mobilities in supercooled melts w
similar composition. Experiments on the atomic mobilities
these metallic alloy melts at low temperatures would be
sirable to establish this correspondence between liquid
namics and thermodynamic stability of the liquids. Quali
tively, such a correspondence could be explained by
strong interactions between Co and Zr atoms, which stabi
the crystalline alloy phases. If there are similarities betwe
mixed clusters in the supercooled melts and the structur
the crystalline phases their strong interactions may a
cause a slowing down of the dynamics of the correspond
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supercooled melts at higher temperatures than in melts
other concentrations, especially those of the two deep eu
tics.

V. CONCLUSION

We have presented a simulation study on the slow
down of the diffusivities in the supercooled liquids of
glass-forming metallic binary alloy for the complete range
composition. Our finding of a huge variation of the critic
temperatureTc(x) over 500 K is a rather unexpected resu
The approximate scaling of the lines of constant mobilit
.
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D„x;T2Tc(x)… indicates a close relation between the atom
mobilities and the glass-transition temperature, irrespec
of structural differences and differences of the compon
mobilities between supercooled alloys. Roughly, we findTc
at about 100 K below the temperatures, whereD(x)
51026 cm2/s in our simulation data. However, the behavi
of the ratio of the component diffusivities reflects differenc
in the structure of the different alloys. This was demo
strated by the apparent interrelation between this ratio for
different alloys and thet4 order parameters, which measu
the chemical SRO in terms of the probabilities for findin
differently composed tetrahedral clusters in the supercoo
alloys.
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@46# H.J. Höfler, R.S. Averback, G. Rummel, and H. Mehrer, Ph

los. Mag. Lett.55, 301 ~1992!.
@47# K. Rätzke, P. Klugkist, and F. Faupel, Defect Diffus. Foru

65, 43 ~1999!.



r-

.

P.
,

-
,

B
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